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Ferroelectric and dipolar glass phases of noncrystalline systems
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In a recent LettefPhys. Rev. Lett.75 2360 (1995] we briefly discussed the existence and nature of
ferroelectric order in positionally disordered dipolar materials. Here we report further results and give a
complete description of our work. Simulations of randomly frozen and dynamically disordered dipolar soft
spheres are used to study ferroelectric ordering in noncrystalline systems. We also give a physical interpreta-
tion of the simulation results in terms of short- and long-range interactions. Cases where the dipole moment has
one, two, and three componerttsing, XY, andXY Z models, respectivelyare considered. It is found that the
Ising model displays ferroelectric phases in frozen amorphous systems, whierthad XY Z models form
dipolar glass phases at low temperatures. In the dynamically disordered model the equations of motion are
decoupled such that particle translation is completely independent of the dipolar forces. These systems spon-
taneously develop long-range ferroelectric order at nonzero temperature despite the absence of any fined-tuned
short-range spatial correlations favoring dipolar order. Furthermore, since this is a honequilibrium model, we
find that the paraelectric to ferroelectric transition depends on the particle mass. Bor e XY Z models,
the critical temperatures extrapolate to zero as the mass of the particle becomes infinite, whereas for the Ising
model the critical temperature is almost independent of mass, and coincides with the ferroelectric transition
found for the randomly frozen system at the same density. Thus in the infinite mass limit the results of the
frozen amorphous systems are recovef8d.063-651X97)03807-3

PACS numbe(s): 64.70.Md, 77.80-e, 82.20.Wt

[. INTRODUCTION positions lead to random frustration for the dipolar interac-
tions and, consequently, to the formation of a “dipolar
Computer simulations of fluids of strongly interacting di- glass” at low temperature. The anisotropic nature of the di-
polar spheres have established the existence of a stable ferfelar interaction would lead one to expect that the glass tran-
electric liquid crystal phasgl,2]. The phase is truly fluid in sition in these frozen ferrofluids is of thermodynantas
that it exhibits long-range orientationéerroelectri¢ order, opposed to purely dynamiorigin, and hence occurs at a
but only short-range spatial correlations. Interestingly, thenonzero glass transition temperatufg characterized by a
local spatial correlations found in these ferroelectric fluidsdivergent spin-glass susceptibilit@,10].
were similar to those in the ferroelectric tetragohddttice, To summarize, the naive picture that emerges is that some
which is the lattice structure believed to be the low-crystalline latticeqe.g., body-centered-cubic, face-centered-
temperature ferroelectric solid phase for dense dipolar hardubic, tetragonal) and some dipolar fluids can spontane-
sphere43]. The translational mobility of the particles in the ously develop long-range ferroelectric orderl] because
fluid phase allowed specific short-ranged correlations tdhey have “suitable” spatial correlations. On the other hand,
build up, and the system spontaneously polarized. Fronobw-density randomly frozen dipolar systems lack these cor-
these results, it was believed that the establishment of eelations, exhibit random frustration, and therefore have di-
ferroelectric liquid phase was largely driven by well-tunedpolar glass ground stat¢42]. Also, we would expect that
specific short-range spatial correlatidds. dilution of the dipoles on a crystalline lattice, which displays
On the other hand, experimental systems of near sphericérroelectric order for full occupation, will eventually lead to
Fe;O, magnetic particles in a frozen nonmagnetic solventa transition from ferroeletric order to dipolar glass below a
[5-7], which interact via magnetic dipole moments, do notcritical occupation density, again due to the increase build up
exhibit a dipole-driven ferromagnetic phase upon coolingof random frustration with decreasing dipole den$By13).
but, rather, develop magnetic irreversibilities similar to the However, in recent papers, Zhang and Widdi4,15
situation in random magnetic systems known as spin glassggoposed a mean-field theory that predicts ferroelectric
[8]. In these systems, the particles are frozen at random Igphases in dipolar systems that lacked any specific spatial
cations at all temperatures, but above a certain temperatum®rrelations, provided the density of the particles,was
the particle dipoles can freely rotgf@]. The simplest inter- above a critical valug,.. They considered amorphous solids
pretation of these results is that the lack of fined-tuned spasf dipolar hard spheres where the particles were free to ro-
tial correlations inhibit the formation of long-range ferroelec- tate, but were frozen at random sites. Specifically, they as-
tric order, while the large degree of randomness in thesumed complete randomness where the radial distribution
function, g(r), describing the probability that two particles
are separated by a distancewas set tag(r)=1 forr>go,
*Present address: Department of Physics, University of Waterlooyhere o is the diameter of the sphere. Their prediction of
Waterloo, Ontario, Canada N2L 3GL1. ferroelectric phases in dipolar systems that lack any specific
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spatial correlations suggests that a well-tuned short-range
structure may not be necessary for ferroelectric phase forma-
tion. Although the experimental results on frozen ferrofluids
seem to contradict this assertion, Zhang and Widom sug-
gested that the experimental dipole density was possibly too
low (i.e., belowp,.) for ferroelectric order, and hence a di- a)l
polar glass state was found.

The role of short-range spatial correlations on ferroelec- b)l
tric phase formation is still not well understood. The ques-
tion of whether or not dense spatially disordered dipolar ma- ¢ Ferroelectric
terials can have ferroelectric phases was briefly discussed in N
Ref.[16]. In this paper, the effect of spatial disorder on the Dipolar : N
phase behavior of dense dipolar systems is investigated with Glass Mixed >~ _
molecular dynamic§MD) and Monte Carlo(MC) simula- Pe Density (o)
tions. Systems where the dipole vector has one, two, and ) ) ) )
three components are considered and we refer to these as theF!G- 1. A sketch of a possible phase diagram for spatially dis-
Ising, XY, and XY Z models, respectively. The fundamental ordered dlplolar systems. The various terms, symbols, and lines are
forces that promote and destroy ferroelectric order in dipolafeferreoI to in the text

systems are identified and discussed. [8,17], we expect that upon cooling within the ferroelectric
The remainder of this paper is organized as follows. ',”phase, there will be a low-temperature “mixed” state

Sec. |l we briefly discgss the generiq temperature vs densit 0.< p<pma), Where strong irreversibilities and glassy be-
phase diagram one might expect to find for diluted ferroelecyyior develops(i.e., the polarization in field-cooled and
tric lattices and amorphous dipolar systems. In Sec. Ill, th€qrq_field-cooled experiments differs below the long-dashed
models and simulation methods employed are describegne in Fig. 1, which is commonly referred to as the Almeida-
Secthn IV is cor)cerned with ferroelectnc_ and dipolar glassthoyless line in the mean-field theory of Ising spin glasses
ordering found in amorphous frozen dipolar systems. Arg)) However, long-range ferroelectric dipolar order is not
simulation technique devised to study orientational order insg; in the mixed phase, and there is likely no decrease of the
spatially random media is introduced in Sec. V. The resultg,s|arization upon cooling from the ferroelectric state down
of the_se_ dy_nam|cally disordered S|mulat|ons of_fer S|gn|f_|- into the mixed staté17]. For p<p,, the random frustration
cant insight into the observed behavior of both dipolar fluidSgads to a transition to an unpolarized dipolar glass state

[1,2] and the dipolar amorphous soli@5-7,14. A mean-  cparacterized by an Edwards-Anderson order paranigter
field theory which describes the ferroelectric transition Whe”l\/lost naively, we expect that the intrinsic anisotropy of di-
only reaction field interactions are present is given in SeCp|ar interactions stabilizes a dipolar glass phase at nonzero
V1. This helps us understand the competition between th¢amperature in the three-dimensional Ising spin glass univer-

long-range reaction field interactions and shorter-ranged CONsality clasg10] (with the proviso that recent numerical work

tributions to the energy. This competition is a key featureSuggests that the existence of a thermodynamic spin-glass

determining whether or not a system displays ferroelectrig ansition in the three-dimensional Ising spin glasstit not

qrder._ Finally, our main results and conclusions are SUMMasompletely settled19)). In diluted magnetic systems with
rized in Sec. VII. short-range frustrated interactions, such as diluted
CdMn,_,Te and EySr,_,S, one finds that the glass tran-
Il. TEMPERATURE-DENSITY PHASE DIAGRAM sition temperature \_/anishes for a nonzero dengity, whiph
IN RANDOM DIPOLAR SYSTEMS corresponds to a site percolation threshi@f For classical
dipoles,p_ is zero due to the long-range nature of the inter-
It is useful to briefly discuss the temperatdress density  actions. However, for small nonclassical dipole moments,
p phase diagrartsketched in Fig. Jlthat one might expectto quantum effects will likely move _ to a finite value due to
observe in random dipolar systems based on our current usike random-transverse fields acting on each spin in the frozen
derstanding of randomly frustrated magnetic spin glassestate[20].
[5,8,13,11. Consider now the case of amorphous dipolar systems
First, consider a Bravais latticgée.g., body-centered- where there are little or no spatial correlations among the
cubic), where all sites are occupied by arcomponent clas- locations of the dipolegi.e., the dipoles are not on lattice
sical dipole such thai=pn,«. We will assume here that the siteg [6]. Recently, Zhang and Widofi4,15 argued, using
positions of the particles at the lattice sites are fixed. At higha mean-field model, that frozen amorphous dipolar systems
temperature, the system is in a disordered paraelectric phaseuld display spontaneous ferroelectric order for a packing
(see Fig. 1 For a perfect latticéall sites occupied a tran-  densityp> p.(n) for n=1 (Ising mode) and 3 XY Zmode)
sition to a long-range ferroelectric phase occurs at some criteomponent dipolegl4,15. It should be noted here that one
cal temperatureT . [18]. As the system is diluted, a ferro- clearly cannot make arbitrarily dense amorphous systems
electric phase remains observable for sufficiently largdackingall spatial correlations. However, the critical density
p>p., but with T, decreasing as more sites are vacated andbr ferroelectric order in amorphous Ising aXd Z systems
p decreases. In addition, the zero-temperature polarizatiowas found in Refs[14,15 to be reasonably less than the
P(T=0) decreases from its full value at=p.,.x asp ap- close-packed value, and it should be possible to test the the-
proachesp. from above. Based on work on spin glassesoretical predictions for a range of densities. In other words,

Paraelectric

Temperature (T)
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varying the temperature for sufficiently large one should 2
according to Zhang and Widom follow the trajecto@) (in C ]
Fig. 1, and find a ferroelectric phase beldw(p,n). 15 o B
The main motivation of the present study was to investi- o T r ]
gate this possibility. Below, we report results from extensive hY! I ]
computer simulations which show that for a high-density Le e =
amorphous system, the Ising model does display a ferroelec- - .
tric transition. In fact, for the density considered, the Ising 0.5 - 7
system developed a polarization close to the full maximum : j ]
value(i.e., the Ising system considered wagpatp.;). How- ) SR A T S i
ever for the same and even larger densities, we found that the 0 1 r*2 3

XY and XY Z models showed instead a dipolar glass transi-

tion, and no ferroelectrlc_ order was opserved_ Thus, th.ese FIG. 2. The radial distribution functiog(r), for soft spheres at
systems followed pathb( in the phase diagram sketched in | _ g g andT* =105

Fig. 1. P >

frozen or dipolar glass phase can be detected by calculating
lIl. MODEL AND SIMULATION DETAILS the root-mean-squaréms) dipole length(S,,¢, given by

We consider systems of point dipoles embedded at thgzz{|
center of s_oft spheres. Soft sphefeg are defined by the 1 112
pair potential (Smo)= N[Z (<mi>-<mi>>} , (4

Usd 12)=4e(alr)*, D)

where(m;)= 7*12:,201%(7-’), and 7 is the number of MD
time steps, or MC sweefge., N attempted movesBriefly,
for ferroelectric systems botR and(S;,,9 will be nonzero.
If P~0 but(S;,s is nonzero, the system is an orientation-
ally frozen dipolar glass. If botP and(S;,¢ are near zero,
the particles are freely rotating as in a plastic crystal or nor-
mal isotropic fluid.

Systems of dipolar soft spheres can be characterized by
specifying the reduced density* =No®/V, the reduced
All calculations were carried out employing periodic temperaturelT* =kT/e, wherek is the Boltzmann constant,

: —(112] 23\ 112
boundary conditions, and the long-range dipolar forces wer@nd the reduced dipole momept® =(u*/e0”) . In the
taken into account using Ewald summation methods. Th&'€Sent work, the reduced dipole moment and reduced den-
dielectric constant of the surrounding continuutn neces- Sity were constant ak™ =4 andp*=0.8. Th!s density s
sary in the Ewald methofL,21,23, was taken to be infinity well W'th'n_ the range where Zhang and Widom predlct a
(i.e., conducting boundary conditiongor the present dense ferroelectr!c phase.. For e>_<ample, the lowest den3|ty_ of the
strongly dipolar systems the dielectric constants are suffiféi"oelectric phase is predicted to p&=0.31 for the Ising

ciently large that conducting boundary conditions are an apSYStem andp® :_0'25 for thei(YZ model [14,15. In the
propriate choice. present case witlw* =4 andp* =0.8, the theory of Zhang

The existence of a ferroelectric phase can be detected d Widom predicts that the Ising model will be ferroelectric
calculating the average polarization per partidle,defined I T7=35.2, and the&XYZmodel if T* <4.8[24].

where the parameteks and o are the fundamental units of
energy and length, and is the distance between the par-
ticles. The dipole-dipol€éDD) interaction is given by

Upp(12) = —3(pay- 1) (- 1)/ 1%+ py - o /12, 2

where; is the dipole of particleé andr is the interparticle
vector. As noted above, we consider IsingY, and XY Z
models. In all three cases the potential is given by .

as
N IV. RANDOMLY FROZEN SYSTEMS
1 -~ A . . .
pP= N< 2 Mi'd>, ©) In. our simulations the “rar)domlyj’ frozgn spatial struc-
i=1 ture is taken to be a typical fluid configuration of soft spheres

R at T*=10.5 andp* =0.8. Such configurations are readily
whered is a unit vector in the direction of the total instan- generated by MD simulation of the soft-sphere fluid. Unfor-
taneous momentyl =Ei’\'=1;ui , andN is the number of par- tunately, it is impossible to have a truly random and uncor-
ticles in the system. In ferroelectric systenfsjs nonzero, related[i.e., the radial distribution functiong(r)=1 for
and tends to one as the ferroelectric order increases. In f&= o] spatial configuration ap* =0.8. The radial distribu-
disordered phasgither paraelectric or dipolar glas$ will tion function for a soft-sphere fluid ap*=0.8 and
be zero if the system is sufficiently large. However, in simu-T* =10.5 is shown in Fig. 2. Clearly, the spatial correlations
lations P must be expected to exhibit significant system sizein this system are weak and very short ranged. The point
dependence and, as demonstrated below, this must be cadipoles are located at the centers of the soft spheres, initially
fully checked. with random orientations. Constant temperature MD simula-

In the present work, we are also interested in the possibiltions[25] were carried out for thXY and XY Zmodels. The
ity that a system could orientationally “freeze” into an un- reduced simulation time steft* = (¢/ma?)Y25t=0.00125,
polarized state at low temperatures. Such an orientationallwhere m is the particle mass, was used together with the
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FIG. 4. The root-mean-square dipole leng8y.,o for the frozen

N *
FIG. 3. The polarizatiorP at Ty, vs 100N for the randomly XY Z model with N=256.

frozen Ising(circles, XY (squarel and XY Z (triangles models.

Results are included for 108({ Z only), 256, 500, and 864 par- . .
ticles. v Y) P XY models can be obtained by examining the temperature

dependence of(S,,). Results for the XYZ model
(N=256) are shown in Fig. 4. These results were obtained

reduced moment of inerti&* =1/mo?=0.025. Of course, o . ; ; )
for samples initially begun with random dipolar orientations.

these MD simulations involved only rotational motion sinceWe see thafS,.,) is zero at high temperatures, as expected
the particles remain spatially frozen. Monte Carlo simula- m 9 P i P ’

tions were performed for the Ising model. One Monte Carlo?ur;befotmres no:zeirrcr)]i?nrd grﬁwiivtltfslvdecregﬁ;\g}itéo‘vir th
“sweep” consisted oN attempted random flips of the dipo- ;Yge atu €s. ith 8864 a " ? a Od f astthse del T?] €
lar orientations. Typically, the results reported involved ag- system wi particies, and tor model. The
ing runs of 100 000 MD time steps or MC sweeps followed.ngth of (Simg at low tem'peratures w!thout a cprrgsponq-
by production runs of the same length ing development of polarization provides qualitative evi-
The average polarization as a fun.ction oN1for the dence that th&XY Zand XY models freeze orientationally to

Ising, XY, andXY Zmodels is shown in Fig. 3. The systems form dipolar glasses.

; - . To summarize, ap* =0.8 we find no evidence of ferro-
considered ranged from 108 to 864 particles. The pOIarlzaelectric states in the thermodynamic limit for the randomly

tion values that are plotted were obtained at the lowest tem: . . .
erature where equilibrium could be achieved independent ozenXYZandXy mod_els. This _clearly c_ilsagrees with the
P N P theory of Zhang and Widom, which predicted that e Z

f/hatTuzt:r(t)lfr]Ig*§ofr;f;g;tz;atllsoigéth\a(czgér;i{t;n;]%zrealtsmﬁé Igeo model should have a st{;\ble ferro_e_lectric phase in t_he tem-
4.0. and 3gmres ectivel ’B I, th ¢ t L Ig_erature range we_conS|der. Additional MD calcula_tlons at
L -2, Iesp y. belowthese temperatures, simulatx _ 1 o5 were carried out for th&Y Z model, but again no
ggzsthd?(tj v;/]g:ecgtna:/r(tjdefrtc:) mthzersfgﬁ:g ?;gur;fda?rl]gag?nnd(g ierroelectric behavior was observed. The Ising model does
simulation runs of pragctical length However, the values o ave a fe;rroelectric phase; howeverpétf O'.8 spontaneous

) ' olarization was observed @t ~ 25, which is much lower

. . v
min attained are within the temperature range where Zhan an the transition temperature predicted by Zhang and Wi-

and Widom predicted a ferroelectric phase. As discussed b

low, it appears that the Ising system develops ferroelectric

order with P>0 in the thermodynamic limit. In this case,
in may qualitatively correspond to the long-dashed line in V. DYNAMICALLY DISORDERED SYSTEMS

Fig. 1. _ i In the simulations described above, a configuration was
From Fig. 3 we see that the Ising modelTd},=10.0 is  selected from a MD simulation of soft spherespdt=0.8
almost completely polarized, and shows little or no systenpnd T* =10.5, and was then used as a “typical” randomly
size dependence. A detaildd vs T* plot for the frozen  frozen system. Point dipoles were embedded at the centers of
N=256 Ising system is given belofsee Fig. 7. It can be  the soft spheres and rotational MD or MC simulations were
seen that ferroelectric order develops spontaneously in thiserformed. Ideally, as in spin glass modf#§, many (i.e.,
system afl* ~25. This transition temperature is significantly 100—1000 randomly frozen configurations should be used to
lower than that(i.e., T* =35.2) predicted by the theory of obtain accurate values of the “disorder-averaged” polariza-
Zhang and Widom. Returning to Fig. 3, we see thatXhe  tion. However, for the dipolar systems considered here this
andXY Zmodels aff;,, show significant polarization for the would be a very laborious procedure requiring many long
108- and 256-particle systems. However, in both cases theimulations.
polarization decreases monotonously with increasing system As an alternative approach to the study of orientational
size, and appears to approach zero in the thermodynamiardering in random media, we have used a MD simulation
limit. The observed polarization of th¢Y model is strongly  technique where the rotational and translational equations of
dependent on system size, decreasing fremd.49 for  motion are completely decoupled. That is, we consider di-
N=256 to ~0.10 for N=864. The polarization for the poles embedded in a dynamic random ‘“substrate” rather
XY Z model shows a similar, although not as pronouncedthan in a frozen system. The underlying soft-sphere substrate
system size dependence. is a simple fluid. It has no long-range positional correlations,
Further information about the behavior of the&f Zand  and the short-range correlations are not influenced by the
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dipolar interactiongi.e., the spatial correlations are identical T

to those of a soft-sphere modétg. (1)] at a given density 1 e
and translational temperatyrédowever, the “equilibrium” 08 Z
state of the dipoles will depend on the underlying motion of .
the substrate. This model is similar in spifiitut not equiva- A 0.6 _if;z

lent to due to its lack of obvious energy currénts those

used in recent studies of nonequilibrium phase transitions in 0.4 - %I

magnetic systems subject to \neflights [26]. It is funda- 0.2 5*»«15.‘%::__

mentally different from dipolar fluid simulations in that the -

spatial structure is not affected by dipole-dipole interactions, S — i o é = é -
but it is also not an amorphous solid simulation since the T

particles move.

With this technique, we can gain a good deal of insight FIG. 5. P vsT* (rotationa) for dynamically randonX Z sys-
into the role of short-ranged spatial correlations on phaséems. The squares, triangles, and circles arenfor=1, 5, and 10,
behavior. By controlling the rate that the substrate movedespectively. The error bars represent one estimated standard devia-
relative to the rate of dipolar reorientations, we can effecion. Gsinger VS T* (rotationa) is shown in the inset foN=64
tively “turn on” or “turn off’ the specific details of the (Squares 108(triangles, and 256(circles particles.
random spatial structure which the dipoles “see.” The . ) ) .
implementation is straightforward. The force between two P versusT* (rotationa) for the XY Zmodel is plotted in

particles is simply given by _Fig. 5. Systems with particle massmé_‘ =;, 5, and 10 are
included. Clearly, spontaneous polarization develops for all
f(12)=—V,us{12), (5)  systems, and the temperature at whRtbegins to rise de-

. . ' creases with increasing mass. Fof =5, the transition oc-
whereug{ 12) is the soft-sphere potential defined above. TheCurs at T*~0.55, and form*=10, at T*~0.25. For

torques are given by the dipole-dipole interactions. The spa:, ~ . .
tial structure of the system is then determined only by thiln =1, we have also calculated the Binder raligger, de-

soft-sphere part of the pair potential. The translational an ned as8]

rotational temperatures are decoupled such that the structure s 3 MIS M2 "
and motion of the substrate is not affected by changes in the Gginder 2 ~ 2{[MI)/(IM[%)", 6)
rotational temperature. The rate at which the substrate moveg, systems with 64, 108, and 256 particles. A plot of

relative to the dipolar reorientations can be varied by changgBinder vs T* is included as an inset in Fig. 5. A clear cross-
ing the particle mass. Obviously, since it is a classical ﬂuid,ing, and hence a thermodynamic transition, TAt~1.9 is
adjusting the particle mass will have no effect on the equiwyigent.

librium structure of the soft-sphere substrate. For large xvyz systems with larger massésp to m* =20) were
masses, the substrate changes slowly relative to dipole reokj;yestigated, but all were disordered abave=0.1. Below
entations. An extrapolation to the infinite mass case wouldr» — 1 calculations for very large masses converged too
give results of a randomly frozen system. For light massesg|oyly to be useful. Similar results were obtained with
the substrate moves rapidly relative to dipole reorientationsy = 10g-, 256-, and 500-particle systems, and the polariza-

The substrate motion may be so rapid that the dipoles canngb, showed no significant dependence on system size. The
react to structural details, a”d, a mean-field-like limit is o5 .1ts shown in Fig. 5 strongly suggest that for any finite
reached26]. Thus, from a dipole’s point of view, increasing 555 thex Y Z model will spontaneously polarize at some
the mass effectively “turns on” the specific structural details qt5tional temperature, but as the mass becomes very large

of its surrounding dipolar environment. The moving sub-i,e transition temperature will approach zero. As shown
strate is a means of simulating dipolar systems in a dynamig, Fig. 6, the dynamically decoupledY model behaves
cally random medium that lacks any specific spatial correlay, ,ch as thexYz system. It can be seen that systems
tions. Clearly, in these systems positional correlations which

favor ferroelectric order are not present initially and, due to

the decoupling, such correlations cannot develop as the sys- 1

tem evolves. Contact with the randomly frozen systems can

LA L I I B Y L B L

be made by examining the behavior at intermediate masses 5 Een
and then extrapolating to the infinite mass limit. A~ 0.6 s
In the decoupled MD simulations, the underlying sub- 552 E

strate is a soft-sphere fluid gt*=0.8 and T*(trans-
lational)=10.5. All decoupled simulations were carried out
using the reduced time stepdt* =(e/m’o?)Y?5t
=0.001 25, and the reduced moment of inettia=1/m’ o
=0.025. The equations of motion of the soft-sphere substrate - 4 T 6 8 10

were written in terms of the reduced mase} =m/m’,

which could be varied to change the rate of translational F|G. 6. P vs T* (rotationa) for dynamically randonXY sys-
motion of the substrate. Note thigt and the rotational equa- tems. The squares, triangles, and circles arexfor=1, 5, and 10,
tions of motion which govern the dipoles have no depen-respectively. The error bars represent one estimated standard devia-
dence orm*. tion.
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FIG. 7. P vs T* (rotationa) for the Ising model. Results are [, 8. The mass dependence of the disordered-to-ferroelectric
shown for dynamically random systems witit =1 (squaresand  ransition temperaturg; (rotationa). The squares and triangles are
5 (triangles and for the randomly frozen cagsolid circles. The  yegults for theXY and XY Z models, respectively. The values of
reduced heat capacities per particls,/Nk, are plotted vsI™* (ro- T* were obtained from plots of the heat capaciy, /N, vs T*
tationa) in the inset. (rotationa), and a typical example is shown in the inset. The error

with m*=1, 5, and 10 spontaneously polarize at bars represent estimated uncertainties in the peak position.

T* (rotationaly=6, 2, and 1.8. Again, the transition tempera- th ¢ ¢ h v tion field i
ture decreases with increasing mass. eory for a system where only long-range reaction field in-

In the Ising model the potential does not vary as a conleractions are included. The properties of such a system are
tinuous function of orientation, and hence this model is nocomPpletely independent of spatial structure, and it is instruc-
well suited to MD simulations. Therefore, a MC scheme wadive to compare its behavior with the simulation results for
devised that allowed the substrate to move independently dhe various models.
the Ising dipoles. This involved combining a soft-sphere MD ~We considerN particles in a spherical cavity of radius
simulation with a MC Ising dipole simulation. The soft- I, surrounded by a continuum of dielectric constantThe
sphere substrate evolved as in ¥ and XY Z decoupled reaction fieldR within the cavity arises from the polarization
calculations, however, after each MD time stBpattempted  of the surroundings by the dipoles in the sphere, and is given
dipole flips(one MC sweepwere performed using the usual by [25,29
Metropolis Monte Carlo metho@25]. In Fig. 7, P vs T*

(rotationa) results are plotted fom* =1 and 5 and the ran- R=f(e")M/r3, (7a)
domly frozen systenfi.e.,m* =), We see that the ordering

behavior of the Ising model is essentially independent ofvhere

masg 27] and that the results for the dynamically disordered N
systems lie very close to those for the randomly frozen case. B
Reduced constant volume heat capacities per patrticle, M _21 M
Cy/Nk, obtained by numerically differentiating the average

dipolar energy with respect to the rotational temperature, args  the total dipole moment of the sphere and
also sDown in Fig. {see inset[28]. The randomly frozen f(e/y=2(e'—1)/(2¢'+1). If, as in the simulations,
and m* =5 results are very similar, and indicate a phasee/:oo, thenf(e')=1, and we shall write all further expres-

transition afT™ ~25. . y sions for this specific case. It is also obvious from the defi-
The dependence of the ferroelectric transition temperaturgis - of f(e') that, ase’ increases,f(e') rapidly ap-

T¢ (rotationa) on particle massn* for the XY and XYZ 05 0hes 1 and becomes effectively independent of the exact
mo_dels '3 thOWﬂhln Fig. 8. The transition tgmperatl)tur_es(\j/ver alue of €’'. This is the justification mentioned above for
festlmate rom heat capacitiésee Fig. 8, insgtobtaine using €’ = in simulations of dipolar systems with large
rom numerical differentiation of the dipolar energy per par- . lectric constants

ticle. Results for the Ising system are not plotted because th%Ie ’ X )

transition temperature is essentially independent of the mass _The fcotal instantaneous energy of the systemcan be
[27]. As the mass increases, the transition temperature drop¥itten in the form
for both theXY and XY Zmodels. As noted earlier, for large
masses and low rotational temperatures, convergence be- U=—
comes prohibitively slow, but it seems reasonable to assume

that the graph would simply continue with the transition tem-

perature approaching zero in the infinite mass limit. This iswhere the factos arises when one calculates the energy of a
clearly consistent with the fact that we did not find a ferro-point dipole in a reaction fielf25,29,3Q. It takes account of
electric phase for randomly frozen systems at finite temperathe work required to polarize the surrounding continuum.
tures. Clearly, the low-energy state is when the dipoles are aligned

with the reaction field. Using Eq¥), U can be expressed in
VI. MEAN-FIELD THEORY: ISOLATING THE EFFECT the form

OF LONG-RANGE INTERACTIONS

(7h)

NI

N
;1 pi-R, ®)

. . ; 1 ~ -
In order to _un_derstand the sm_ulatmn results dlscus_sed U=——— ﬂz_z E i (9)
above better, it is useful to consider a simple mean-field 3 N
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where we have also used=4r3p/3 andp=N/V. tions of randomly frozen or dynamically decoupled systems
In the canonical ensemble, the average polarization can bedicate the existence of ferroelectric order only for the Ising
obtained by evaluating model. Ferroelectric phases were not observed forxie

and XY Z models, and the MD evidence strongly suggests
that these systems are unpolarized at all finite temperatures.
This behavior can be explained if we consider that the reac-
o tion field R is only one contribution to the total local field
where Pins=(1/N)2i’\':1ui~d is the instantaneous polariza- Ey., experienced by a particle. The local field can be written
tion, anddQN represents integration over the angular coor-as

dinates of theN particles(herea defines thez axis of the
coordinate systejn If we make the mean-field approxima-
tion [31]

_ JPpe QY

= e AUdaN 10

Eioca=R+E, (16)

where the remaining contributioR is dependent on posi-
tional correlations, and may or may not favor ferroelectric
order. If R dominates, ferroelectric phases are to be ex-
pected. However, if the local field is largely determined by
E, then the existence, or nonexistence of ferroelectric phases

A N on will depend on the details of the spatial correlati¢asy., as
U~-— ?pMZPZ H;-d+ ?MZN P2, (120 in Bravais lattices

=1 From this point of view, it is useful to divide the average

energy obtained in the simulations into reaction fidRF)
H’;md structurally depende®D) parts such that

(1= Pd)-(p;—Pd)=0, (12)

then Eq.(9) simplifies to

and Eq.(10) can be easily solved fdP. Actually, here we
dealing with an effective infinite-range system where eac
dipole is coupled with every other dipole with the coupling UY=(Uwd) + (U 1
constant 2rpu?/3N [see Eq(9)]. In this infinite-range case, (U)=(Ure) +(Usp). 7

the mean-field solution is equivalent to the Hubbard-of course (Ugg) depends only on particle orientation with
Stratonovich solution and is essentially exg82]. For the  yespect taR, whereag U sp) will be sensitive to details of the
XYZ XY, and Ising models, respectively, one obtains local spatial structure experienced by a particle. The total
_ energy and both contributions obtained in dynamically de-
P=coth(x) -1/, (139 coupled simulations of all three models are shown as func-
14(%) tions of T* (rotationa) in Fig. 9. Results for different values
= (13p  of the reduced mass are included. For all three models we see
lo(X) that (Ug) dominates in the ferroelectric state, and that
(Ugp) dominates in the paraelectric phase. In fact, in all
cases, as the system becomes ferroele¢tigy) increases
(i.e., becomes less negatjyéndicating that the structurally
dependent interactions do not favor ferroelectric order.
For the XY Z[Fig. 9a)] and XY [Fig. 9b)] models, the
different contributions to the energy are strongly mass de-
(UYIN=—2mpu2P?/3, (14) pendent. As the mass incregses, and the particles move more
and more slowly{Ugp) dominates at lower and lower rota-
and the constant volume heat capacity can be obtained Hipnal temperatures. Thus, if we begin at a fixed rotational
taking the derivative with respect to temperature. temperature in the ferroelectric phase and increase the mass,
The mean-field theory predicts ferroelectric transitions forthe dipoles eventually respond to the details of the random
all three models. By expanding Eq4.3) aboutx=0, one local structure{U gp) dominates, and the ferroelectric phase
finds that the mean-field ferroelectric transition temperaturegdisorders. The Ising model does not exhibit this behavior. In
are given by the Ising case both contributions to the energy are largely
independent of masgFig. 9c)], and a stable, mass-
TE=4mp* u*?3n, (15  independent, ferroelectric phase is observed. The difference
in behavior of the Ising model must arise from the fact that,
wheren is the number of dipole components. For the Isingwith only two dipolar directions available, its response to

and XY Z models, Eq.(15) agrees with the “conventional |ocal structure is much more limited than that possible for
mean field” results given by Zhang and Widdab]. For the  the XY and XY Z systems.

present parametergf =4, p* =0.8) the transition tempera-
tures obtained are 17.9, 26.8, and 53.6 forxhéz XY, and
Ising models, respectively. We emphasize that the driving
force for the transition in this simple theory is just the reac- In this paper, we used computer simulation methods to
tion field due to the self-consistent polarization of the sur-explore the phase behavior of spatially disordered dipolar
rounding continuum. systems. Both randomly frozen and dynamically disordered
It is clear from the above discussion that the reaction fieldnodels were considered. It was found that the behavior ob-
interactions favor ferroelectric order for all three models.served depended upon the number of components included
However, as described in Secs. IV and V, computer simulain the dipoles. Ferroelectric phases were not observed for the

P=tanhx), (130

where x=4mpBu?P/3 and 1 ,(x) is the modified Bessel
function of ordem. The average energy per particle is given

by

VIl. SUMMARY AND CONCLUSIONS
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We also considered dynamically disordered systems

0 " a = simulated such that the translational motion of the particles
w :'*"’é%) & (a) o was independent of the dipolar forces. The rate of transla-
E— 10 ;@o ,"“ “ — tional motion was adjusted by varying the particle mass. In-
S 2 K ] teracting dipoles embedded in this moving substrate can re-
vV —20 p-® .5 spond to the short-range spatial structure only if the motion

<U>/Ne
|
o

—20

-30

FIG. 9. The contributions to the average energy forXheZ (a),
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is sufficiently slow. For small massdsapid translational
motion), ferroelectric phases were observed for all three
models. However, as the mass is increased and the dipoles
become “aware” of the short-range random structure, the
ferroelectric order is destroyed in th€Y and XY Z models.

In the infinite mass limit both th&XY and XY Z models ap-
pear to be paraelectric at all temperatures. This is consistent
with our observations for randomly frozen systems. In con-
trast, the Ising model exhibits a paraelectric-to-ferroelectric
transition at a temperature which is essentially independent
of mass, and agrees with the result for the randomly frozen
case.

In order to understand our observations, it is useful to
divide the total local field experienced by a dipole into two
parts. These are a reaction field contribution which has no
dependence on the local spatial structure, and a structure-
dependent part which includes everything else. Clearly, the
average total energy can be divided into corresponding reac-
tion field and structure-dependent contributions. Both contri-
butions to the total energy were evaluated in our simulations.
In all systems where ferroelectric order exists, it was shown
to be stablized by the reaction field interactions. In spatially
random systems, the structure-dependent contribution never
favors ferroelectric order. In th¥XY and XY Z models, the
structure-dependent part dominates, and paraelectric dipolar
glasses rather than ferroelectric phases are observed. For the
Ising model, the reaction field contribution dominates, and
ferroelectric order is observed. In all likelihood, the Ising
model differs from theX'Y and XY Z systems simply because
with a one-component dipole the opportunities for strong

XY (b), and Ising(c) models.T* is the rotational temperature. The local interactions are severely limited.

solid, crossed, and open symbols den@te, (Ugp), and(Ugg),
respectively. The squares, triangles and circles indiggte=1, 5,
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